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Abstract—We study learning outcome prediction for online
courses. Whereas prior work has focused on semester-long
courses with frequent student assessments, we focus on short-
courses that have single outcomes assigned by instructors at
the end. The lack of performance data makes the behavior
of learners, captured as they interact with course content and
with one another in Social Learning Networks (SLN), essential
for prediction. Our method defines several (machine) learning
features based on behaviors collected on the modes of (human)
learning in a course, and uses them in appropriate classifiers.
Through evaluation on data captured from three two-week
courses hosted through our delivery platforms, we make three
key observations: (i) behavioral data is predictive of learning
outcomes in short-courses (our classifiers achieving AUCs ≥ 0.8
after the two weeks), (ii) it has an early detection capability
(AUCs ≥ 0.7 with the first week of data), and (iii) the content
features have an “earliest” detection capability (with higher AUC
in the first few days), while the SLN features become the more
predictive set over time, as the network matures. We also discuss
how our method can generate behavioral analytics for instructors.

I. INTRODUCTION

A multitude of online learning platforms have emerged over
the past decade, offering services ranging from tutoring to pro-
fessional development to higher education. For all its benefits,
however, the quality of online learning has been criticized. In
comparing it to traditional, face-to-face instruction, research
has cited e.g., lower engagement and knowledge transfer to
learners, both in higher education [1] and corporate training
[2]. These poorer outcomes have been attributed to factors
such as the asynchronous nature of interaction online, which
places limitations on social learning [3].

In free, open online courses, lower engagement and knowl-
edge transfer may be acceptable, because learners have varying
motivations for enrolling in the first place. Yet, in the case of
corporate training, while well over $50 billion has been spent
on training by US corporations each year since 2009, engage-
ment, retention, and knowledge transfer to the workplace are
not meeting the expectations of many employers [4].

A. Predictive Learning Analytics
Predictive Learning Analytics (PLA) is emerging as a

research area with the promise of helping instructors improve
course quality, particularly in online courses [3]. Prediction
of e.g., student drop-off rates [5], quiz scores [6], exam
performance [7], and beneficial collaboration groups [8] each
detect scenarios for which instructor intervention has a high
chance of positively impacting the learning experience.

Most PLA methods have been developed for and evaluated
on semester-long courses, e.g., in higher education [7] and
Massive Open Online Courses (MOOCs) [1]. These courses
usually have frequent assessments to track student progress,
which has been the most common form of data used in PLA
models, through e.g., matrix factorization to discover patterns
across student scores [6]. But what about cases in which
assessments are not used frequently, if at all? This is common
in online corporate training and professional certification, with
courses that may last only several days and have smaller
enrollments [9]. Needed for these “short-courses” are PLA
algorithms that rely on the forms of data that are available.

Today, online course delivery platforms can collect behav-
ioral measurements about learners, which includes how they
interact in Social Learning Networks (SLN) [3] and with the
course content. The resulting content clickstream [1] and SLN
[8] data present novel opportunities to design PLA methods
that model learner attributes based on behavioral data. This
paper presents and evaluates one such method for learning
outcome prediction, using data captured from short-courses
hosted with our course delivery Player, instructor Dashboard,
and integrated discussion Forum.

B. Behavior-Based Outcome Prediction

In this work, we investigate the following research questions
related to learning outcome prediction:
• Can we use behavior alone to predict learning outcomes

in short-courses?
• How early into short-courses can these predictions be

made with reasonable quality?
• Is one type of learning behavior – with content or within

social learning networks – more effective for prediction?
Researchers have proposed algorithms for student perfor-
mance prediction that augment assessment-based methods
with behavior-based machine learning features [1], [6], [10].
Motivated by these schemes, in this work we consider the
challenging case of short-courses without intermediary assess-
ments, thereby necessitating fully behavior-based PLA.
Our methodology. Fig. 1 summarizes the main components of
the methodology we develop in this paper. To make predictions
during the nth day of a course’s current offering, we use
the behavioral data collected from the first n days of prior
offerings of this course as input. Using our system architecture
for data capture (summarized in Sec. II), one of the key
challenges is to transform this raw data to effective feature
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Fig. 1: Summary of the different components of the learning outcome prediction method we develop in this paper.

sets for modeling learning behavior, which we address in Sec.
III-A. In particular, we define two types of features:
(i) Content features: These features summarize learner behav-
ior while interacting with course content in the Player. They
include a novel definition of “engagement” on learning modes.
(ii) SLN features: These features summarize learner discus-
sions in the Forum. They include the similarity between
a learner’s posts and the different units of course content,
determined through appropriate topic modeling.

Prior works applying content features to prediction [5],
[6] have focused on clickstream data from a single learning
mode, without an explicit engagement metric. On the other
hand, works that have considered SLN features [10], [11] have
neglected a topic similarity component. Our feature selection
results (Sec. III-C) show that both of these components are
correlated with outcomes in short-courses.

With the objective of predicting whether a learner will
ultimately pass or fail, our method uses these feature sets
as input to different classifiers in training and evaluation,
described in Sec. IV. The choice of classifier, parameters,
and coefficients is made through cross validation (Sec. IV-A).
The evaluation result from this stage (Sec. IV-C), as well as
behavioral analytics from the feature correlations (Sec. IV-D),
can be shared with instructors to give them an indication of
expected prediction quality and ways to assist learners. Finally,
the real-time predictions and corresponding early detections
are made by applying the trained model to the features
computed on the data collected thus far in the current offering.
Evaluation and key results. To evaluate our outcome pre-
diction method, we use datasets from three recent courses
(described in Sec. III-B) we delivered for a professional
training course provider in the US. Each course session lasts
two weeks and has a single binary outcome (pass/fail) at the
end that is determined by the instructor (see Table II). Through
simulating the predictions for each course using our day-by-
day modeling approach, we make three main observations:
• The highest performing algorithms reach ≥ 80% AUC

by the end of the courses, with ≤ 10% Type II error.
• Using only the first week of data, the algorithms can still

reach ≥ 70% AUC, which underscores the early detection
capability of behavioral data in short-courses.

• The content features exhibit an “earliest” detection capa-
bility in the first few days of a course, while the SLN

Fig. 2: Overview of our system architecture.

features bring superior quality after that.

II. SUMMARY OF SYSTEM DEVELOPED AND USED

Our system has four main parts, shown in Fig. 2: the
course delivery Player, the analytics Dashboard, the discussion
Forum, and the Backend. We briefly describe the first three
parts here; for more information and screenshots of the Player
and Dashboard, see our technical report [12].

A. Player: Learner-facing

Learners obtain access to the Player through a web browser.
The data measurements collected through the Player are used
to compute the content-based learning features in Sec. III.
Course architecture. Each course is organized into a set of
modules, each module consisting of one or more units. A unit
is the most basic entity of a course, i.e., the course is delivered
as a sequence of units. Within each unit, a number of content
learning modes may be available to the learner. These modes
can include interactive slideshows (e.g., Articulate Storyline),
PDFs, text articles, and lecture videos, depending on what
the instructor has offered for the learners. In the courses
we consider in this paper, each unit is some combination of
interactive slides, PDFs, and articles.
User functions and data capture. In interactive slideshows,
a learner can perform the following actions: play (Pl),
pause (Pa), and skip forward (Sf) or backwards (Sb) on
the current slide, replay the current slide, and advance
to the next slide. Within a PDF and an article, learner can
scroll up (Su) or down (Sd) on the pages. Each time one of
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Fig. 3: Graph of SLN on the discussion forums, for one session of each course analyzed in this paper (see Table II.)

these actions occurs, a clickstream event with timestamp, user,
and position identification information is sent to the Content
Database in the Backend.

Actions outside modes are also captured. An enter (En) /
exit (Ex) event is created whenever a learner enters / exits a
unit, as is a login / logout event whenever a learner logs in
/ out of the course. Also, each mode within a unit is contained
in a separate window; learners can customize the window
layout in their browser. A window event is created each time
a learner maximizes (Wx) or minimizes (Wn) a window.

B. Dashboard: Instructor-facing

The Dashboard is divided into tabs, each with charts on
a different learning aspect. The instructors for the courses
considered in this paper had access to the three following tabs:
Overview. This provides summaries of learners’ progress.
Engagement. Each learner is given an engagement score in
each unit, in each module, and for the whole course. The
computation of these scores will be discussed in Sec. III, as
it is one of our machine learning features. This tab visualizes
these scores for an instructor to draw comparisons.
Content. This shows time spent, number of views, and com-
pletion rate on each content mode, which will also be used as
prediction features. A progress bar is shown for the average
completion rate. Instructors can access plots of time spent and
view count across each partition of a mode.

C. Discussion Forum

Our system integrates with NodeBB, an open-source dis-
cussion forum platform. Each course’s forum is divided into
threads, the first post in each thread made by the instructor.
User functions and data export. Within a thread, a user can
create a post (consisting of some text), reply to a post, and
up-vote or down-vote a post. At the end of a course,
the NodeBB API provides the details of each thread to the
SLN Database in the Backend. For each post, it indicates the
user ID, timestamp, text, net votes (up-votes − down-votes),
replies, and whether each reply was an instructor or a learner.

The interaction between learners in the discussion forum
is an important part of the SLN. In Fig. 3, we illustrate
interaction graphs for three course sessions considered in this
paper (see Sec. III). Each node is a learner, and the weight
wi,j from learner i to j is proportional to the number of times
i posted and responded to j. We see that the structure in these

short-courses is rather dense (with ≥ 34% of the links non-
zero, including learners who do not post that are not depicted
in the graph) in contrast to the case of MOOCs [8]. This
foreshadows an observation we will make in Sec. IV that
differences in outcomes are more readily detected from the
topical rather than the structural aspects of the discussions.

Table I summarizes the main event types from the Player
and the Forum considered in this paper.

III. ML FEATURES AND DATASETS

In this section, we present our behavior-based machine
learning features. We will first specify the feature matrix that
we compute for each dataset (Sec. III-A), then give descriptive
statistics of datasets in terms of these features (Sec. III-B), and
finally describe the feature selection process (Sec. III-C).

A. Our Machine Learning Features

Let A = [av,f ] be the learner-feature matrix for a course,
where av,f is the value that feature f ∈ F takes for each
learner v. We write A = [Ac As], where Ac and As are the
matrices of content features and SLN features, respectively.
In what follows, we define the quantities that comprise the
corresponding feature subsets Fc and Fs.

1) Content Features (Fc): Fc summarizes the interactions
a learner has with the Player. Event interactions consist of
the six different types summarized in Table I: each of these
types appears in Fc one time for each mode that they apply to.
We use the frequency of events rather than indicator variables
to account for how often learners use different behaviors.
Additionally, Fc includes more summative quantities given in
the Dashboard – time spent, completion rate, and engagement:
Time Spent. This is the amount of (real) time that a learner
spent on each content mode. To compute the time spent on by
a learner on a particular mode, we use a learner’s clickstream
events generated on that mode to reconstruct her behavior. In
doing so, we account for cases in which a learner is obviously
engaged in off-task behavior, e.g., if the duration between two
events is extremely long, as in [1].
Completion Rate. This is the fraction of a mode that the
learner completed, i.e., the percentage of the content in that
file that the learner visited as in [6].
Engagement. Engagement appears in Fc once per content
mode (i.e., file), once per unit, once per module, and once
more as overall for the course.



Event Description Mode(s)
play (Pl) A play event begins when a click event changes a learning mode to the playing state. Slides
pause (Pa) A pause is recorded when a click event changes a learning mode to the paused state. Slides
skip (Sb, Sf) A skip back (forward) occurs when a scrubber is brought to an earlier (later) position. Slides
scroll (Su, Sd) A scroll up (down) occurs when a scroll bar is brought to an earlier (later) position. PDF, Article
window (Wx, Wn) A window max (min) event occurs when a learning mode is maximized (minimized). PDF, Article, Slides
enter (En, Ex) An enter (exit) event occurs when a a learner enters (exits) a unit in the Player. –
post A post event happens when a user creates a post in a thread. Forum
reply A reply event occurs when a user creates a reply to a post. Forum
vote An up-vote (down-vote) occurs when a post receives an up-vote (down-vote). Forum
TABLE I: Summary of the behavioral events analyzed in this paper, captured by the Player (content events) and Forum (SLN events).

File-level: Let rv,o ∈ [0, 1] be the completion rate of user v on
file o. Each file is further divided into a set of smaller partitions
P(o), where p ∈ P(o) refers to the pth partition. For article
and PDF, P(o) is the set of pages, and for interactive slides,
P(o) is the set of one-minute video segments making up the
full set of slides. Let tv,p be the time spent by user v on p,
and let t̄p be the “expected” time spent on p for normalization
(defined below). Engagement on o is defined as:

ev,o(r, t) = min

γ × rv,o × ∏
p∈P(o)

(
1 + tv,p/t̄p

2

)αt

, 1


(1)

Here, αt ≥ 0 is a parameter that models the diminishing
returns property of the time spent component. Through this,
a learner’s time spent on each specific p counts incrementally
less towards her engagement, i.e., a learner is rewarded more
for distributing her time spent across more partitions. The
division by 2 makes the computation for each partition relative
to a learner that registers the expected tv,p = t̄p. γ ∈ (0, 1]
is an instructor-specified constant that controls the spread of
the overall engagement distribution; note that if completion
rv,o = 1 and the learner spends tv,p = t̄p on each p, then
ev,o = γ. We discuss the selection of γ and αt in Sec. III-B.
Unit, module, and course-level: A weighted average is taken
across the modes O(u) in a unit u to come up with the unit-
level engagement: ev,u =

∑
o∈O(u) t̄oev,o/

∑
o t̄o from (1) for

each learner, where t̄o is the expected length of o (defined
below). In a similar manner, a weighted average is taken across
units to come up with module and course-level engagements.
Normalization values: To calculate t̄p and t̄o for PDF and
article, we first apply Optical Character Recognition (OCR)
to obtain transcripts of the text, and manually correct any
inconsistencies in the output. The reference time spent t̄p on
p is the expected time a learner will take to read the transcript
of this partition, assuming an average reading speed of 6.6
characters per second. t̄o is then

∑
p t̄p. For slides, t̄p = 60

sec ∀p, and t̄o = 60|P(o)| sec is the total length of the videos
that comprise the interactive presentation.

2) SLN Features (Fs): Fs contains quantities that summa-
rize a learner’s interaction within the SLN. This includes the
frequency of the Forum events from Table II: the number of
posts (and replies) a learner made, the number of replies
the learner received, and the net votes the learner received on
her posts/replies. It also includes the total number of words
contained in said posts/replies. Finally, it includes the time

period that a leaner stayed active in the forum, which we define
as the time elapsed between the learner’s first and last post.
Content similarity. Fs also contains features describing the
contextual/topical aspect of a learner’s posts. To measure the
relevance of a learner’s discussion to the course content, we
define a content similarity measure sv,u between unit u ∈ U
and learner v ∈ V . The sv,u are included as features in Fs for
each course unit. They are obtained as follows:
Topic distributions: We first extract the set of topics K in the
course, and represent u’s content and v’s posts as probability
distributions di = (di,1, ..., di,|K|) over the topics, where i ∈
I = {1, ..., |U| + |V|} indexes unit u(i) = i if i ≤ |U| and
learner v(i) = i−|U| otherwise. To do this, we represent each
i as a word frequency vector wi = (wi,1, ..., wi,|X |) over the
full dictionary X of words. For i > |U|, wi,x is the number
of times learner v(i) wrote the xth word in X across all her
posts, and otherwise wi,x is how many times the xth word
appears in the text transcripts of u(i).1 In collecting words
for X across the posts and content, we also apply appropriate
stopword filtering, as in [8]. Then, with W = [wi] ∈ Z|I|×|K|
as the document-word matrix, we apply the Latent Dirichlet
Allocation topic model [8], which results in the di.
Similarity measure: With the topic distributions in hand, we
define the similarity via total variation distance: sv,u = 1 −
0.5‖di(v) − di(u)‖1.2 In this way, sv,u ∈ [0, 1] captures the
variation between the two topic-word distributions.

3) Time-varying features: For each course, we define A(n),
and its subsets Ac(n) and As(n), to be the feature matrices
using the behavior available from the launch of the course
through day n. Evaluating using day-by-day data allows us to
assess how the quality of our predictions is expected to vary
at different points along the course timelines. Note that prior
works on student performance prediction [1], [6] have used
the equivalent of a unit-by-unit approach for early detection
(i.e., using data collected in the first few units). The day-by-
day approach allows us to account for the fact that learners
tend to re-visit units at different times throughout a course.

B. Datasets and Computed Features

1) Courses and Datasets: The datasets used to evaluate our
method are from three short-courses we hosted for a corporate

1Since text transcripts are for PDF and article modes only, this does not
explicitly include the slides in a unit. However, for the courses we consider,
we notice that the text is usually a repetition of the slide content.

2i(u) maps from u to its index in I, and likewise for i(v).



Course Name Days Units Slideshows Articles PDFs Enrolled Pass Fail Click Post
Vanquishing Toxic Employees VE 14 11 1 6 6 79 15 64 20,126 73

Effective Communication Skills ES 14 11 2 4 8 94 45 49 45,380 104
Developing Leadership Styles LS 14 11 2 6 5 96 44 52 48,449 116

TABLE II: Summary information of the short-course datasets used in this paper.

(a) VE Content Events (b) ES Content Events (c) LS Content Events

(d) Course-level engagement (e) Total time spent (hr) (f) Average completion rate (%)

Fig. 4: Boxplots of select content features f ∈ Fc computed for each dataset. (a)-(c) are for the event features, while (d)-(f) are for the
analytic features that appear on the Dashboard.

training provider: “Vanquish Toxic Employees” (VE), “Effec-
tive Communication Skills” (ES), and “Techniques for Devel-
oping Your Leadership Styles” (LS). As the titles suggest, they
emphasize business operations and leadership.
Learning outcomes: At the end of a course, each learner is
given a single grade (pass, fail, extend, or expired). This out-
come is assigned manually by the instructor as an unspecified
combination of the learner’s activity and participation levels
throughout the course, using information from the Forum and
Dashboard (see Sec. II). In our analysis, we group fail, extend,
and expired into a single group (denoted fail), because the
instructors view all three as undesirable.
Dataset summary: Summary information on these courses is
given in Table II. They are roughly equivalent in their durations
(14 days) and lengths (11 units). The courses contain between
20K and 50K clickstream events each, making the number
of events generated by each learner in the Player rather large
on average. The number of each type of mode (interactive
slideshow, article, and PDF) in each course is also given here.
LS and ES are well balanced in their ratio of Pass to Fail, but
in VE, most of the learners (81%) fail.
Live events: The courses include 2-3 live sessions with instruc-
tors that are facilitated through the Forum. The first event is
typically held one week in, aiming to “exchange thoughts and
learning experiences.” In Sec. IV-C, we will see that effective
outcome predictions can be made starting around this time.

2) Statistics of Content Features: Fig. 4 gives distributions
of several of the features in Fc for each dataset.3 Each point
in each plot corresponds to one learner. The events in (a)-
(c) are aggregated over all modes in the course, and then
normalized by the number of units in which that event can
occur, for comparative purposes. The distributions in (d)-(f)
are of course-level engagement, time spent across all file-level
modes, and average file-level completion rate, respectively.

In comparing the distributions, we employ a Wilcoxon Rank

3We only consider the non-zero values in these plots.

Sum test for the null hypothesis that there was no difference
between the distributions overall, and consider the p-values
(p) from those tests.4 We present the main and significant
observations here (for more, see our technical report [12]):
(i) Pa is most common: This is especially true in VE, where
the median (med.) number of pauses per unit is 9, and the
effect is significant in comparing to other events (p ≤ 1E-3).
(ii) Sd occurs more often than Su: The shift is significant in
ES and VE (med. from 1.1 to 1.7 and 1.9 to 3.7, p ≤ 7E-15).
(iii) VE has lower time spent: The time spent for VE compared
to the other courses is shifted to the left (med. in VE = 0.32
hr vs. ≈ 0.85 in ES and LS, p ≤ 2.7E-11), even though the
courses are each roughly the same length. This could be a
reason for the outcomes being skewed towards fail in VE.
(iv) Engagement distributions are useful: We set γ = 1 and
αt = 0.1 in (1) to generate engagement distributions with large
ranges and relatively uniform spreads across the ranges. With
this setting in each course, learner engagement varies from low
values (≤ 23) to 100, with medians between 60 and 70, which
makes it a useful metric for instructors to compare learners.5

The fact that engagement is one of the most correlated content
features for prediction in Sec. III-C also validates this choice.

3) Statistics of SLN Features: Fig. 5 gives the distributions
of the following features in Fs: word count in a learner’s
posts, word count in replies to a learner’s posts, and posting
time spread. Table III summarizes the five topics with highest
support extracted from the posts and text content in each
course. We make a few observations:
(i) SLN activity is significantly lower in VE: Each of the three
features (posts, replies, and time spread) are lower in VE than
in other courses (though only significant for word count, p <
7.3E-5). This foreshadows a point we will see in Sec. III-C
that SLN features are correlated with outcomes.
(ii) Topic words are relevant and supports are consistent:

4Shapiro-Wilk tests detected significant departures from normality [6].
5VE is approximately normally distributed, with a Shapiro-Wilk p > 0.03.



(a) Post Word Count (b) Reply Word Count (c) Time Spread (hr)

Fig. 5: Boxplots of the main SLN features f ∈ Fs collected for each dataset.

VE LS ES
k zk(%) top three words k zk(%) top three words k zk(%) top three words
1 12.7 employee problem toxic 1 14.9 leadership style kill 1 13.4 communicate email consider
2 12.5 jacki liza work 2 13.5 people style work 2 13.2 communicate skill effect
3 11.8 situation always difficult 3 13.5 team motivates focus 3 11.4 inform question feedback
4 9.6 conversation team behavior 4 12.3 time award emotion 4 10.6 person word language
5 9.5 behavior step toxic 5 10.7 high place change 5 9.6 listen understand paraphrase

TABLE III: Summary of the topics extracted with |K| = 5. Given for each topic k are its support zk and highest three constituent words.

From the titles of the courses, we see that the topics are
representative of likely discussions for each course (e.g., k = 1
in VE is about “toxic employees”), and are reasonably non-
overlapping in the top words they include.

C. Feature Selection

The full feature matrix A(n) for each course has between
140 and 190 columns. In order to reduce overfitting and
improve model interpretability, we perform feature selection
prior to training the predictors on each A(n), As(n), and
Ac(n). We implemented three standard methods: correlation
analysis, information gain, and random forest importance [13].

Comparing the features selected from these methods in
terms of their eventual predictive quality, we found that those
selected by correlation analysis tended to yield the best results.
In running correlation analysis on A(15) (i.e., the full feature
matrix built from all the course data), the selected behavioral
features for each course are summarized in Table IV. We
choose the top ten because prediction quality saturates beyond
this point (for an analysis on the effect of varying the number
of features, see Sec. IV.E of our technical report [12]). Noting
that each of these ten have positive correlations with the course
outcome, we make a few observations:
(i) Of the content features, the Dashboard quantities are more
correlated: Engagement, time spent, and completion rate are
more correlated with the outcome than the events in Fc. With
the exception of enter, events do not appear in the top-10.
(ii) The SLN features are more correlated than the content
features: Features in Fs are more frequent in these lists than
those in Fc. The discussion post similarity features sv,u are
notably important. The more relevant a learner’s posts, the
more familiar the learner is with the course content, which
the instructors are likely to pick up on.
(iii) Word count is a correlated feature in all courses: A higher
word count for a learner tends to imply a higher probability
of successfully passing the course. Given that this feature is
independent of any course content and/or structure, it may be
useful for course-independent prediction algorithms.

IV. PREDICTION AND ANALYTICS

We now apply the feature sets from Sec. III to prediction.
We first describe the algorithms and procedures used for

evaluation (Sec. IV-A), then present and discuss our results
(Sec. IV-B&C), and finally show examples of behavioral
analytics that can assist instructors (Sec. IV-D).

A. Classifiers and Procedure

Prediction classifiers. We consider four classifiers for com-
pleteness: K-Nearest Neighbor (KNN), Support Vector Ma-
chine (SVM), Linear Discriminant Analysis (LDA), and Ran-
dom Forest (RF). We choose these for a few reasons. First,
they have each demonstrated good performance in predicting
student outcomes in other works, e.g., KNN in [14], SVM in
[1], [6], LDA in [15], [16], and RF in [17] (though only in [1],
[6] with behavioral features). Second, given their optimization
approaches, they are typically applied to different feature
types, and we are using indicator, integer, and continuous
features: for instance, RF is an ensemble tree method applied
to any type of feature, whereas SVM uses a kernel function to
find the optimal hyperplane separation and is typically applied
to non-indicator features, and LDA has been seen to work
better on continuous quantities given that it finds a linear
combination of the features which best separates groups [16].
Parameters: For SVM, we use the radial basis function (rbf)
kernel.6 The parameters for SVM (kernel standard deviation
(η) and regularization penalty (C)), RF (number of trees (τ )
and number of variables (δ) randomly sampled at each tree
split), and KNN (number of neighbors (κ)) are tuned during
the cross validation procedure described below.
Metrics. We primarily consider AUC (i.e., the area under
the ROC curve) and Type II error (i.e., fraction of fails that
are incorrectly predicted as passes) as evaluation metrics. In
practice, we are interested in identifying learners who are at
risk of failing in advance so the instructor can be notified;
consequently, we would like a classifier to obtain a low
Type II error while maintaining a high AUC, so that we
correctly identify the fails while not flagging too many passes
incorrectly as fails. For completeness, we also report Accuracy
(Acc, i.e., fraction of all predictions that are correct).
Cross validation. For training and evaluation, we repeatedly
(i) divide the dataset randomly into K folds (K = 5) stratified
such that each fold has roughly the same proportion of passes

6We found this to obtain the best results out of all the standard kernels.



f VE ES LS
1 Word Count Post Similarity to Unit 2 Post Count
2 Post Similarity to Unit 5 Post Similarity to Unit 3 Post Similarity to Unit 3
3 Post Count Post Similarity to Unit 8 Post Similarity to Unit 7
4 Time Spread Unit 10 Article Engagement Post Similarity to Unit 5
5 Session Count Word Count Post Similarity Between to Unit 2
6 Post Similarity to Unit 7 Unit 10 Engagement Post Similarity to Unit 4
7 Post Similarity to Unit 6 Unit 11 Article Engagement Word Count
8 Unit 5 Slideshow Completion Unit 11 Engagement Time Spread
9 Unit 5 Slideshow Engagement Unit 10 enter Unit 11 Article Engagement

10 Post Similarity to Unit 1 Unit 11 Article Completion Rate Unit 11 Engagement

TABLE IV: List of the 10 behavioral features selected based on correlation analysis on the full matrix A(15) for each course. All of these
features have positive correlations with outcome, and they are ordered from highest to lowest.

and fails, (ii) train and tune the algorithms through cross-
validation on K−1 of the folds, choosing the set of parameters
with highest average accuracy,7 and (iii) evaluate on the
holdout fold, similar to the procedure detailed in [1]. The
metrics we report are averaged over several (50) runs of this
procedure, to obtain a general estimate of quality.

B. End-of-Course Prediction

In Table V, we show the prediction results for each al-
gorithm on the full feature set A(15), the SLN-only matrix
As(15), and the content-only Ac(15) for each course. In
practice, these are the results if the predictions are made once
the courses are finished running. We make a few observations:
Behavioral data can be used for outcome prediction.
Considering the full (combined) feature matrix A(15), we see
that at least one of the algorithms is able to obtain a high
quality prediction, which indicates that behavioral data can
be used to make effective outcome predictions even when no
assessment data is available. More specifically, for at least one
of the algorithms, the AUC is larger than 0.82, while the Type
II error is less than 0.11, meaning that less than 11% of the
passes would be incorrectly identified as fails. RF, in particular,
is able to obtain consistently high quality across each of the
datasets (Acc > 0.81, AUC > 0.72, Type II < 0.18).
SLN features are more useful than content features by the
end. Comparing the quality of predictions using SLN features
(As(15)) vs. content features (Ac(15)) in Table V, we see that
while the AUCs are roughly comparable across courses and
algorithms (SLN being higher in 7/12 cases), predictions on
SLN features obtain substantially lower Type II errors (SLN
is lower in all 12 cases). This implies that by the end of the
course, classifiers using the SLN features are better able to
avoid classifying those who fail as passing incorrectly.
Algorithm choice varies based on course and feature set.
Considering the content features, SVM has poor quality across
the three datasets (AUC ≤ 0.5 in two cases). Interestingly, this
is in contrast to results in [1] which showed SVM to obtain
high AUC (> 0.75) with similar features. In that application
of predicting quiz performance in MOOCs, however, there
are orders-of-magnitude more samples for training, and each
learner appears in the dataset multiple times, which allows

7The set of parameters we test are η ∈ {0, 1, ..., 10}, C ∈ {1E-5, 1E-4,
..., 1E5}, κ ∈ {1, 2, ..., 10}, τ ∈ {10, 11, ..., 300}, and δ ∈ {1, 2, ..., 10}.

the SVM to include learner/quiz indicator features. These
characteristics are not present in single-outcome courses. With
SLN features, though, SVM’s quality increases substantially.

C. Day-by-day Prediction

In Fig. 6, we evaluate the early detection capability of the
full feature set for each course. To do this, we choose the
algorithm with highest quality on A(15) for each course from
Table V, and perform training and evaluation over A(n) for
n ∈ {1, ..., 15}. In order to evaluate the effect that each group
of features has over time, we repeat this over As(n) and
Ac(n), and show the resulting AUC by day in Fig. 7. From
these plots, we make a few observations:
Behavioral data has an early detection capability. In Fig. 6
we can see that, as expected, the quality of the predictors tends
to rise from the beginning to the end of the course, with AUC
and Acc increasing and Type II error decreasing. There is a
tradeoff, then, between how early the predictions are applied
and the expected quality. The following are two interesting
points along the tradeoff in each course at which forecasts
can be made in advance, each with reasonable quality:
(i) Detection midway through: The AUC hits a local maximum
around the midpoint of the courses (day 6 or 7) – a trend which
is more pronounced in VE and LS than in ES – hitting roughly
0.7 or higher in each case. This is right around the time of
the first live event in the courses (see Sec. III-B1), which the
instructors indicated is a useful point for the information to be
provided. The Type II errors at these points are roughly 0.3.
(ii) Detection three-quarters through: In VE and ES, the AUC
saturates around three-fourths of the way through the course
(day 10 or 11), at which point it is roughly 0.8 in both cases.
The Type II errors have also dropped to roughly 0.1, meaning
that we can expect 90% of fails to be correctly identified. If
the final stretch of the course is sufficient time for instructor
intervention, then this is a strong point to apply the algorithms.
For “earliest” detection, content features have an advan-
tage. After the first half or so of each course in Fig. 7, we see
that SLN features obtain higher AUC than content features,
consistent with the observation in Sec. IV-B. For VE, this is
true throughout the entire course. For ES and LS, however, the
content features provide higher quality early, with a gain up
to 0.1 in the first three days of VE. This indicates that content
data may be more useful for detections that must be provided
at the earliest stages of a course, consistent with an observation



Course Algo
Combined SLN Content

Accuracy AUC Type II Accuracy AUC Type II Accuracy AUC Type II

VE

RF 0.835 ± 0.011 0.727 ± 0.011 0.101 ± 0.011 0.857 ± 0.009 0.749 ± 0.009 0.093 ± 0.009 0.806 ± 0.010 0.594 ± 0.010 0.156 ± 0.010

LDA 0.858 ± 0.012 0.895 ± 0.012 0.092 ± 0.012 0.752 ± 0.048 0.731 ± 0.048 0.061 ± 0.048 0.830 ± 0.012 0.861 ± 0.012 0.102 ± 0.012

SVM 0.810 ± 0.001 0.500 ± 0.001 0.196 ± 0.001 0.804 ± 0.007 0.503 ± 0.007 0.186 ± 0.007 0.809 ± 0.001 0.500 ± 0.001 0.191 ± 0.001

KNN 0.865 ± 0.010 0.796 ± 0.010 0.068 ± 0.010 0.873 ± 0.011 0.786 ± 0.011 0.080 ± 0.011 0.802 ± 0.010 0.630 ± 0.010 0.141 ± 0.010

ES

RF 0.827 ± 0.012 0.824 ± 0.012 0.179 ± 0.012 0.789 ± 0.007 0.790 ± 0.007 0.243 ± 0.007 0.812 ± 0.005 0.820 ± 0.005 0.261 ± 0.005

LDA 0.750 ± 0 0.843 ± 0 0.25 ± 0 0.800 ± 0 0.828 ± 0 0.273 ± 0 0.800 ± 0 0.869 ± 0 0.273 ± 0

SVM 0.826 ± 0.011 0.829 ± 0.011 0.086 ± 0.011 0.816 ± 0.012 0.821 ± 0.012 0.087 ± 0.012 0.630 ± 0.009 0.609 ± 0.009 0.280 ± 0.009

KNN 0.817 ± 0.001 0.821 ± 0.008 0.222 ± 0.009 0.753 ± 0.002 0.746 ± 0.002 0.250 ± 0.002 0.741 ± 0.005 0.755 ± 0.005 0.345 ± 0.005

LS

RF 0.813 ± 0.012 0.808 ± 0.012 0.179 ± 0.012 0.850 ± 0.011 0.849 ± 0.011 0.130 ± 0.011 0.722 ± 0.013 0.726 ± 0.013 0.204 ± 0.013

LDA 0.781 ± 0.012 0.851 ± 0.012 0.216 ± 0.012 0.785 ± 0.0137 0.853 ± 0.014 0.192 ± 0.014 0.679 ± 0.014 0.725 ± 0.014 0.266 ± 0.014

SVM 0.817 ± 0.010 0.822 ± 0.010 0.102 ± 0.010 0.828 ± 0.012 0.831 ± 0.012 0.113 ± 0.012 0.515 ± 0.009 0.490 ± 0.009 0.468 ± 0.009

KNN 0.821 ± 0.012 0.562 ± 0.012 0.190 ± 0.012 0.828 ± 0.010 0.503 ± 0.010 0.186 ± 0.010 0.644 ± 0.014 0.635 ± 0.014 0.302 ± 0.014

TABLE V: Prediction quality of the algorithms on the content, SLN, and combined feature sets at the end of the course (Ac(15), As(15),
and A(15)). For each metric, we report the average and standard deviation across 50 cross validation trials. The algorithm obtaining the
best value for each course-feature-metric triple is bold. Overall, we see that behaviors can be used for quality outcome predictions.

(a) LDA applied to VE (b) SVM applied to ES (c) SVM applied to LS

Fig. 6: Variation in prediction quality by day for each course, using the full feature set. At day n, the predictor is using A(n) for training.
The AUCs reach 70% by day 7, which shows that behavioral features can be used for early detection in short-courses.

in [1] for MOOCs. This phenomenon can be explained by
the fact that a course’s SLN develops and evolves over time:
initially, the discussions are more small-talk in nature [3],
at which point learners are e.g., introducing themselves and
learning the content individually. After this initial phase passes
(e.g., around the first live event), the network has begun to
mature, and becomes increasingly important to learner success.

D. Feature Correlation Analysis

We also analyze how the correlations of the top features
vary over time. In practice, this can give instructors insight into
which specific behaviors are most related to eventual learning
outcomes at different points. Combining this with the list of
learners predicted to fail can lead to recommendations on how
those learners can improve their chance of success.

Referring to the features in Table IV, the plots of the top
5 are given in Fig. 8. We make a few observations here (for
more, see our technical report [12]):
Rank convergence. The feature correlations generally become
stronger over time with more data, as expected. The values
converge to between 0.5 and 0.75 around days 10-11, which
is consistent with the saturation of prediction quality in Fig.
6. The increases are not monotonic, however: there are points,
particularly in the first week for VE and ES, where the
correlations drop. These are times where learners who end up
failing are participating in the discussions, so the instructors
can attempt to engage the learners posting in these periods.
Content discussion recommendations. As discussed in Sec.
III-C, the top features for each course include discussion
post similarity to specific units. Analyzing the trends of these
correlations leads to some interesting findings that can be
turned into SLN discussion recommendations. In LS, notice
that “post similarity to unit 7” has remarkably low correlation
compared with the other features until day 9, even though in
the end it is the third most correlated. This is likely because

this unit is far down the syllabus, so learners are not focusing
on this content until later, and therefore it may be beneficial to
give advanced warning on the importance of this content. In
ES, the correlation of “similarity to unit 3” also kicks in at a
much slower rate than we would expect, given that “similarity
to unit 2” is from a neighboring unit and persists quickly.

V. RELATED WORK

Researchers have developed predictive learning analytics to
forecast different attributes of students in advance, e.g., how
they will perform on assessments [1], [6], their risk of failing
[18], their final grades [7], [10], whether they will drop out [5],
[10], and whether forum intervention will be needed [11]. Our
work considers the unique case of learners in short-courses
with no assessment data for modeling, making most of these
not directly applicable. Instead, our method relies solely on
content and Social Learning Network (SLN) behaviors.

A few of these works [1], [5], [6] have used video-watching
clickstream data as learning features in MOOC. In particular,
[6] trained an SVM with a similar set of content features,
which we saw obtained low quality in our scenarios. The
content modes we consider here – interactive slideshows,
articles, and PDFs – are common in online courses outside
of MOOC, and our system enables collection of this data too.
Our method is also based on day-by-day rather than e.g., quiz-
by-quiz prediction as in [6], which is more practical for early
detection in these short-courses where learners re-visit content.

Regarding SLN more generally, several studies have
emerged recently on e.g., MOOCs [8], [10], [11], Q&A sites
[3], and enterprise social networks [19]. Similar to [10], [11],
we apply SLN features to prediction; [10] incorporates post
and reply frequency into a probabilistic graphical model to
predict grades and completion, and [11] predicts whether in-
structor participation in threads will be needed from semantics
and explicit references to course files. Different from these



(a) VE (b) ES (c) LS
Fig. 7: Variation in prediction quality by day for each course, using the content (Ac(n)) and SLN (As(n)) features. In ES and LS, the SLN
features have higher quality beyond the first few days, while the content features are useful for earliest detection.

(a) VE Features Correlation (b) ES Features Correlation (c) LS Features Correlation

Fig. 8: Variation in feature correlation by day for the top 5 correlated features for each course, corresponding to Table IV (“Sim UX” is
“post similarity to unit X”). Correlation gradually increases through days 10− 11 in each case, where it stabilizes.

works, in addition to structural SLN attributes our method
incorporates topic similarity between posts and content, which
we find is particularly predictive in our short-course scenarios.

VI. CONCLUSION AND FUTURE WORK

We presented a method for predicting learning outcomes
from learner behavior in online short-courses. The lack of
intermediate assessments in this type of course makes the
development of predictive learning analytics particularly chal-
lenging. Our method relies solely on behavior-based machine
learning features, including a learner’s interaction with the
content integrated into a course and with one another in Social
Learning Networks (SLN). Evaluating on data collected from
three short-courses hosted through our system, we obtained
high prediction quality by the middle stages of the courses,
underscoring the capability of our method to provide early
detection to instructors. We also observed that SLN attributes
became the more useful set of behaviors for prediction over
time, while the content attributes provided better quality for
“earliest” detection in the first few days. Further, we found
that our method can generate behavioral analytics.

In the future, we plan to investigate other content and
SLN features, as well as other forms of classifiers that may
enhance prediction quality further. We will also incorporate the
methods described here into our Dashboard, so that instructors
of these short-courses can access the predictions in an online
manner during future course sessions. This will allow us to
collect feedback on our method, and to measure changes in
pass rates resulting from interventions made based on the
predictions and analytics – the ultimate measure of efficacy.
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